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Abstract
DESMET was a DTI-backed project with the goal of developing and validating a methodology for evaluating software engineering methods and tools. The project identified nine methods of evaluation and a set of criteria to help evaluators select an appropriate method. Detailed guidelines were developed for three important evaluation methods: formal experiments, quantitative case studies and feature analysis evaluations. This article describes the way the DESMET project used the DESMET methodology to evaluate the DESMET methodology itself.

Introduction
Software engineers split into two rather separate communities: those that build and maintain software systems and those who devise methods and tools that they would like the former group to use to build their software systems. To the disappointment of the tool and method developers, adoption of new methods and tool by builders of software is slow. To the disappointment of the builders, new methods and tools continue to proliferate without supporting evidence as to their benefits over existing approaches. Indeed readers of technical journals might be forgiven for believing that software engineering is only concerned with the development of new methods, and the tools to support those methods.

Given this obsession with developing methods and tools, and the difficulty method/tool developers have getting other engineers to use them, it is a surprising how little effort is directed towards evaluating methods and tools. In the late 80s the DTI made a concerted effort to redress this oversight by part funding three research projects investigating the issue of evaluation. These were:

• The SMARTIE project which concentrated on the issue of evaluating software engineering standards [1].
• The META project which looked at the problem of evaluating design methods.
• The DESMET project which attempted to develop and validate a scientifically-based and practical approach to evaluation in the field of software engineering.

The DESMET project is the subject of this paper. The project identified nine methods of evaluation and a set of criteria to help evaluators select an appropriate method. Detailed guidelines were developed for three important evaluation methods: formal experiments, quantitative case studies and feature analysis evaluations. The DESMET evaluation methodology is intended to support individuals performing the following roles:

• A method or tool vendor seeking to demonstrate the advantages of his/her product.
• A software process engineer responsible for assessing a proposed process change.
• An academic researcher developing or investigating a new method.
• A member of an ESSI consortium undertaking an evaluation of a new method in an industrial context.
The details of the approach are being published in a series of articles in SIGSOFT Notes by Kitchenham [2] and Pfleeger [3] and we will only present an outline here. However one of the most difficult items to evaluate is a methodology such as the DESMET evaluation methodology itself. It is therefore of particular interest that DESMET applied the methodology it had developed to its own validation, providing a ready-made study of the problems and the pitfalls of undertaking such types of evaluation.

**The DESMET project**

The goals of the DESMET project were two-fold:
1. To develop a methodology for evaluating software engineering methods and tools.
2. To validate that methodology.

The project team comprised the National Computing Centre, the University of North London, GEC-Marconi and BNR-Europe. NCC were the lead partners in the project and, with the University of North London, took responsibility for developing the DESMET methodology. GEC-Marconi and BNR-Europe were responsible for evaluating the methodology.

**Research strategy**

The project started by reviewing the literature on software method/tool evaluation and reviewing past evaluation exercises [4]. In addition, the project noted that other disciplines faced similar evaluation problems: medicine (evaluation of medical treatments) and education (curriculum development). We found that a brief review of these disciplines proved a useful starting point for DESMET.

After our initial review, we identified a number of problems with the way in which evaluation exercises had been performed. Problems included:

1. **Difficulties defining appropriate controls.** In formal software experiments aimed at evaluating software development methods, the “control” situation is often defined as “the lack of a method”, so effects of a new method are confounded with the effect of using any method. In industrial case studies the “control” is the status quo and may be poorly defined or context dependent, making results difficult to generalise.
2. **Scaling problems.** Formal experiments are usually performed on relatively small software applications or tasks. Case studies can be performed on “real” projects, but cost prohibits adequate replication.
3. **Evaluation costs.** Evaluations are expensive and there are no mandatory requirements on method/tool developers or vendors to validate their methods/tools.
4. **Difficulty defining objective benefits for certain types of technology.** For example many management tools/methods are risk reduction technologies not cost benefit technologies.
5. **Immature measures.** There are few universally agreed measures of software quality and productivity. This means that it is often difficult to replicate experimental results.
6. **Difficulties controlling or eliminating confounding factors.** Major evaluation problems result from variability in staff capability, learning curve effects, and expectation effects.
The most significant result of this work, however, was the realisation that there was no one method of evaluation that was always best. There were many different evaluation methods each of which was appropriate in different circumstances. Thus, our first research goal was to establish a taxonomy of evaluation methods and identify the conditions that would favour using one method rather than another.

**Evaluation methods and selection criteria**

The DESMET evaluation methodology separates evaluation exercises into two main types:
- **quantitative** evaluations aimed at establishing measurable effects of using a method/tool;
- **qualitative** evaluations aimed at establishing method/tool appropriateness i.e. how well a method/tool fits the needs and culture of an organisation.

Measurable effects are usually based on observed changes in production, rework or maintenance time or costs. DESMET refers to this type of evaluation as a **quantitative** or **objective** evaluation. Quantitative evaluations are based on identifying the benefits you expect a new method or tool to deliver in measurable terms and collecting data to determine whether the expected benefits are actually delivered.

The appropriateness of a method/tool is usually assessed in terms of the features provided by the method/tool, the characteristics of its supplier, and its training requirements. The specific features and characteristics included in the evaluation are based on the requirements of the user population and any organisational procurement standards. Evaluators assess the extent to which the method/tool provides the required features in a usable and effective manner based (usually) on personal opinion. DESMET refers to this type of evaluation as **feature analysis** and identifies such an evaluation as a **qualitative** or **subjective** evaluation.

Some methods involve both a subjective and an objective element. DESMET calls these **hybrid** methods.

In addition to the separation between quantitative, qualitative and hybrid evaluations, there is another dimension to an evaluation: the way in which the evaluation is organised. DESMET has identified three rather different ways of organising an evaluation exercise:
- **as a formal experiment** where many subjects (i.e. software engineers) are asked to perform a task (or variety of tasks) using the different methods/tools under investigation. Subjects are assigned to each method/tool such that results are unbiased and can be analysed using standard statistical techniques;
- **as a case study** where each method/tool under investigation is tried out on a real project using the standard project development procedures of the evaluating organisation;
- **as a survey** where staff/organisations that have used specific methods or tools on past projects are asked to provide information about the method or tool. Information from the method/tool users can be analysed using standard statistical techniques.

Although the three ways of organising an evaluation are usually associated with quantitative investigations, they can equally well be applied to qualitative evaluations.
In all, DESMET identified nine distinct evaluation methods including three quantitative evaluation methods, four qualitative evaluation methods and two hybrid methods:

1. Quantitative experiment: An investigation of the quantitative impact of methods/tools organised as a formal experiment.
2. Quantitative case study: An investigation of the quantitative impact of methods/tools organised as a case study.
4. Qualitative screening: A feature-based evaluation done by a single individual who not only determines the features to be assessed and their rating scale but also does the assessment. For initial screening, the evaluations are usually based on literature describing the software method/tools rather than actual use of the methods/tools.
5. Qualitative experiment: A feature-based evaluation done by a group of potential user who are expected to try out the methods/tools on typical tasks before making their evaluations.
6. Qualitative case study: A feature-based evaluation performed by someone who has used the method/tool on a real project.
7. Qualitative survey: A feature-based evaluation done by people who have had experience of using the method/tool, or have studied the method/tool. The difference between a survey and an experiment is that participation in a survey is at the discretion of the subject.
8. Hybrid method 1: Qualitative effects analysis: A subjective assessment of the quantitative effect of methods and tools, based on expert opinion.
9. Hybrid method 2: Benchmarking: A process of running a number of standard tests using alternative tools/methods (usually tools) and assessing the relative performance of the tools against those tests.

Nine methods of evaluation might be regarded an embarrassment of riches because they lead directly to the problem of deciding which one to use. Thus, DESMET also had to identify criteria that would help an evaluator select the most appropriate evaluation method for his/her specific circumstances. DESMET identified eight criteria that might affect evaluation method selection [4]. These allowed the project to identify a set of conditions that favoured each evaluation method (see Table 1).

DESMET produced detailed guidelines for undertaking evaluation exercise for each of three major evaluation methods: formal experiments, quantitative case studies and feature analysis.

Evaluating DESMET

The DESMET project consortium included two commercial organisations tasked with evaluating the methodology (GEC-Marconi and BNR- Europe). In addition, the University of North London performed evaluations of the guidelines for formal experiments. In terms of project resources, more effort was allocated to evaluating the methodology than was allocated to developing it.
Basis of DESMET evaluation

When we started the DESMET project, we assumed that we could evaluate our methodology simply by using it to conduct some empirical evaluation exercises. However, when we identified the different types of evaluation and their different advantages and limitations, we realised evaluating DESMET would be more difficult than we had first thought.

Table 1 Evaluation Method Selection

<table>
<thead>
<tr>
<th>Evaluation Method</th>
<th>Conditions favouring method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative Experiments</td>
<td>Benefits clearly quantifiable. Staff available for taking part in experiment (i.e. performing “non-productive” work). Method/tool related to a single task/activity.</td>
</tr>
<tr>
<td></td>
<td>Benefits directly measurable from task output. Relative small learning time. Desire to make context independent method/tool assessments.</td>
</tr>
<tr>
<td>Quantitative Case Studies</td>
<td>Benefits quantifiable on a single project. Benefits quantifiable prior to product retirement. Stable development procedures. Staff with measurement experience. Timescales for evaluation commensurate with the elapsed time of your normal size projects.</td>
</tr>
<tr>
<td>Quantitative Surveys</td>
<td>Benefits not quantifiable on a single project. Existing database of project achievements including productivity, quality, tool/method data. Projects with experience of using the method/tool.</td>
</tr>
<tr>
<td>Feature Analysis - Screening mode</td>
<td>Large number of methods/tools to assess. Short timescales for evaluation exercise.</td>
</tr>
<tr>
<td>Feature Analysis Case Study</td>
<td>Benefits difficult to quantify. Benefits observable on a single project. Stable development procedures. Tool/method user population limited. Timescales for evaluation commensurate with the elapsed time of your normal size projects.</td>
</tr>
<tr>
<td>Feature Analysis Experiment</td>
<td>Benefits difficult to quantify. Benefits directly observable from task output. Relatively small learning time. Tool/method user population very varied.</td>
</tr>
<tr>
<td>Feature Analysis Survey</td>
<td>Benefits difficult to quantify. Tool/method user population very varied. Benefits not observable on a single project. Projects with experience of using the method/tool, or projects prepared to learn about the method/tool.</td>
</tr>
<tr>
<td>Benchmarking</td>
<td>Method/tool machine-intensive rather than human-intensive. Outputs of method/tool able to be ranked in terms of some “goodness” criteria.</td>
</tr>
</tbody>
</table>

Thus, in order to identify an appropriate method of evaluating the DESMET methodology, we attempted to apply our guidelines for evaluation method selection to the DESMET methodology itself. The major problem was to define the nature of the impact of using the methodology. In the view of the DESMET project, the aim of an evaluation methodology is to reduce the risk of an invalid or incorrect evaluation.
exercise. Thus, DESMET fell into the category of methodologies whose impact is not directly measurable on a single project.

Such methodologies cannot be evaluated by quantitative case studies, because a single outcome cannot be used to give a quantitative measure of probability. Surveys can be used to assess methodologies where the measurable impact is indirect, if the methodology is in widespread use. However, DESMET is a new methodology, so a survey was ruled out. Formal experiments were ruled out for three reasons:

• our resources (in terms of effort and timescales) were insufficient to allow for replicating evaluation exercises
• an evaluation methodology has too many elements to fit well into a formal experiment;
• it was difficult to identify a control treatment to act as the basis for comparisons.

Thus, we were left with evaluating the DESMET evaluation methodology by means of a Feature Analysis. We wanted to demonstrate DESMET in action, so our preferred evaluation method for DESMET was a case study-based feature analysis.

DESMET is a multi-component methodology comprising guidelines for performing a number of different evaluation activities (Evaluation method selection, Quantitative Case Studies, Quantitative Experiments, and Feature Analysis), in addition there are several other supporting components to the methodology (a procedure for assessing evaluation maturity of an organisation; guidelines for coping with human factor issues; a measurement handbook; and a data collection tool). The DESMET partners responsible for evaluating the methodology, therefore, developed a common strategy for evaluating any DESMET component and a standard feature-based questionnaire (called a Generic Evaluation Plan) for each different component.

**Evaluation strategy**

Generic Evaluation Plans were prepared for each of the individual components within the methodology. Evaluation criteria were identified for three successive levels of validation defined as follows:

1. **Basic:** Is the component description complete, understandable, usable, internally consistent etc.? Would potential users have confidence that they could use it “for real” or carry out a trial?
2. **Use:** Is the component “helpful”? That is, when it was used, did it achieve its objective, produce the specified results, produce usable and relevant results, behave as expected, and not require expert assistance?
3. **Gain:** Is it better than what was available previously (the “control” situation)? Did it provide added value (e.g. were better decisions made), has it supported a hypothesis, or has it satisfied specific gain criteria? When there was no control situation against which to test a component, we agreed that the gain validation of the procedure would have to be in terms of its usability and effects on people's thinking about how to do evaluations.

The Generic Evaluation Plans attempted to provide a context for planning an evaluation in which the methods and procedures described in the component were related to the evaluation criteria. The plans also provided a format for gathering data (via a series of questionnaires) at significant points during an evaluation exercise (called evaluation milestones). Anyone planning an evaluation could use the Generic Evaluation Plan to produce a specific evaluation plan appropriate both to the DESMET component and the host project environment (i.e. the method/tool
evaluation that was being performed according to the DESMET evaluation methodology guidelines). In addition ensuring that the evaluation results would be comparable with any other validation of that component.

Having prepared Generic Evaluation Plans for all the components, we identified three evaluation activities:

1. **A Review**. This consists of a detailed inspection of and critical commentary on the component documentation by an expert reviewer including the completion of an evaluation questionnaire. It is an example of a “screening” mode feature analysis. This is the least satisfactory means of evaluating the benefit a component and was given least weight in overall component assessment. However, it is very useful for identifying usability problems with the component (e.g. poor presentation, readability, unjustified assumptions etc.).

2. **Simulated Case Studies**. This involves an expert reviewer giving consideration to performing a contrived trial by working through the Generic Validation Plan in detail and responding to the questionnaires at the appropriate evaluation milestones. A variation of the simulated case study concerns a “retrospective” validation where the reviewer answers the questionnaires after a real evaluation has been completed. This is a more satisfactory means of evaluating the benefit a component than a simple review. It is also very useful for identifying practical problems with the component (e.g. ambiguities, missing conditions etc.).

3. **Case Studies**. Applying a DESMET component to a real evaluation exercise, using the Generic Validation Plan to create a features analysis questionnaire, is the most satisfactory means of evaluating the benefit of a component. Case studies were, therefore, given highest priority in component assessment. They were useful in identifying areas where the methodology was particularly beneficial as well as areas for improvement.

The extent of the evaluation activity that took place for each main DESMET component is summarised in Table 2. The table counts include only reviews and paper trials that were performed by external experts. (Numerous reviews were done within the DESMET project as part of component development.)

**Table 2 Evaluation exercises performed on main DESMET components**

<table>
<thead>
<tr>
<th>Component Name</th>
<th>Activity</th>
<th>Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case Study Guidelines</td>
<td>Case study</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Simulated case study</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Review</td>
<td>1</td>
</tr>
<tr>
<td>Formal Experiment Guidelines</td>
<td>Case study</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Simulated case study</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Review</td>
<td>1</td>
</tr>
<tr>
<td>Feature Analysis</td>
<td>Case study</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Simulated case study</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Review</td>
<td>1</td>
</tr>
<tr>
<td>Evaluation Method Selection</td>
<td>Case study</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Limited simulated case study in support of review</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Review</td>
<td>2</td>
</tr>
</tbody>
</table>
**Evaluation results**

The most important aspects of the DESMET evaluation were case studies of the different components of the methodology on real evaluation exercises, although we also initiated reviews and simulated case studies. The case studies covered: specification methods, GUI evaluation, reuse, risk tools, and testing methods. This wide range of methods/tools gave us some confidence that we had succeeded in our aim to develop a general evaluation method.

In general, the results of the evaluation exercises were favourable [5]. However, we are not complacent about the results of the evaluation exercises since there were some fairly serious criticisms of the guidelines we produced, mainly concerned with the presentation of information in the original research reports. As a result we have been upgrading and improving the methodology since the end of the project. Perhaps the results of the evaluation exercise are best summed up in the words of Niall Ross of BNR

> "DESMET will give you useful information, show you some interesting examples and ask some interesting questions you might not have thought of yourself, but whether they stimulate you to produce valuable questions depends on your native wit."

**Adoption of DESMET**

Adoption of new methods is slow, but so far adoption of the DESMET evaluation methodology has been encouraging. After a public workshop in June 1994 at the end of the project, components of the methodology in the format of technical reports from the DESMET project were purchased by 16 organisations, as well as being made available on a restricted basis to various university researchers. A follow-up survey in June/July 1995 managed to contact 12 organisations and of those 8 were using the results. The users came from a variety of industrial sectors and vary from small companies to very large organisations. All reported that they found the methodology to be both usable and valuable.

In addition, the two commercial partners in the DESMET project (BNR Europe and GEC-Marconi) are using the technology. The University of North London have included the DESMET methodology in its teaching and research programmes. Also, Southampton University which assisted in the evaluation of the DESMET project continues to use the results.

**Conclusions**

DESMET is a comprehensive methodology for assisting the organisation of software method/tool evaluation exercises. The DESMET methodology has itself been subjected to an extensive evaluation exercise. The evaluation of the DESMET methodology by the methodology itself provides a unique insight into the evaluation of methods. As a result of our experiences, we are strongly of the opinion that all developers of new methods should undertake evaluation exercises as a natural part of method development.

Information about the DESMET methodology can be obtained from a number of publicly available articles. These are updated versions of the original research reports that take into account many of the problems identified by the evaluation exercise. Shari Lawrence Pfleeger reported the guidelines for quantitative experiments...
and there is a series of articles currently appearing in SIGSOFT notes that discuss evaluation method selection, managerial and social issues affecting evaluation exercises, feature analysis, case studies and the evaluation of DESMET [2]. The metrics handbook produced by the DESMET project has formed the basis of a recent book [8].
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